CHAPTER 2

RELI ABI LI TY

Reliability is a termused to describe quantitatively how failure-free a
systemis likely to be during a given period of operation. The ability to
express reliability nunerically is crucial, because it enables us to con-

cretely identify the user’s needs, contractual specifications, test guidelines
and performance assessnment.

DEFI NI TI ON OF TERMS AND CONCEPTS

Reliability

Reliability is defined as the probability that an itemw ||l performits in-
tended function for a specified interval under stated conditions . This def-
inition does not specifically consider the effect of the age of the system

The follow ng adaptation is useful for systens that are repairable. Rel i -
ability, for repairable systems, is the probability that an itemw Il perform
its intended function for a specified interval, under stated conditions, at a

given age, if both corrective and preventive maintenance are perfornmed in a
speci fied manner.

|f a systemis capable of performng nultiple mssions, or if it can perform
one or nore of its mssions while operating in a degraded condition or if the
m ssion test profiles represent only typical usage, then, the concept of a
unique mission reliability becomes difficult to define. In such cases , ‘t 1is
preferable to use a reliability nmeasure that is not based solely on the length
of a specified time interval but rather on the definition of a specific ms-

sion profile or set of profiles. This concept is illustrated in Case Study
2-7.

The neaning of the terns "stated conditions and “specified interval” are
important to the understanding of reliability. The term '"stated conditions”
refers to the conplete definition of the scenario in which the systemwl|
oper at e. For a ground conbat vehicle, these conditions include climatic
conditions, road surface, and loads that would be experienced during a
sel ected mission profile. These conditions should reflect operational usage.
The term “specified interval” refers to the length of the mission described in
a mission profile. This interval may include Uultiple factors. For exanple,
an air defense system mssion profile will define an interval containing X
rounds fired, Y hours of electronics on-tine and Z mles of travel. For a
sinpler system say an air-burst artillery round, the interval may include a
single event--round detonation.

Mean Tinme Between Fail ures

Mean time between failures (MTBF) is defined as the total functioning life of
a population of an itemduring a specific measurenent interval, divided by the
total number of failures within the population during that interval. MIBF can
be interpreted as the expected length of tinme a systemw || be operational
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between failures. The definition is true for time, cycles, niles, events, or
other neasure-of-life units. These various nmeasure-of-life units permt the
MIBF termto be tailored to the reliability requirenments of a specific system
Some exanples of this tailoring are:

=~ Mean rounds between failure (MRBF)
- Mean mles between operational mssion failure (MMBOMF)
- Mean tinme between unschedul ed mai nt enance actions (MTBUMA)

- Mean rounds between any mai nt enance acti ons (MRBAMA)

Fail ure Rate

Failure rate is defined as the nunber of failures of an item per measure-of-
life unit (e.g., cycles, tinme, mles or events as applicable). This oeasure
Is more difficult to visualize froman operational ‘standpoint than the MIBF
measure, but is a useful mathematical term which frequently appears in many
engi neering and statistical calculations. As we will see in later chapters
the failure rate is the reciprocal of the MIBF nmeasure, or

1

Failure Rate = HTEF

SYSTEM RELI ABI LI TY DESI GN OBJECTIVES

There are two very different systemreliability design objectives. One is to
enhance system effectiveness; the other is to mnimze the burden of owning
and operating the system The first objective is addressed by neans of m s-
sion reliability, the second by nmeans of logistics-related reliability.
Measures of mission reliability address only those incidents that affect
m ssion acconplishment. Measures of logistics-related reliability address al
incidents that require a response fromthe |ogistics system

Mssion Reliability

Mssion reliability is the probability that a systemw Il perform m ssion
essential functions for a period of time under the conditions stated in the
mssion profile. Mssion reliability for a single shot type of system i.e.,

a pyrotechnic device, would not include a tine period constraint. A system
wth a high mssion reliability has a high probability of successfully com

pleting the defined m ssion.

Measures of mssion reliability address only those incidents that affect
m ssion acconplishnent. A mission reliability analysis nust, therefore,
include the definition of mssion essential functions. For exanple, the
m ssion essential functions for a tank mght be to nove, shoot and comuni -
cate. More specific requirenents could specify m ninmum speed, shooting ac-
curacy and communication range’.

See Case Study 2-7.
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Logi stics (Mintenance/ Supply) Related Reliability

Logistics related reliability measures, as indicated above, must be selected
so that they account for or address all incidents that require a response from
the logistics system

Logistics related reliability may be further subdivided into maintenance
related reliability and supply related reliability. These paraneters re-
spectively represent the probability that no corrective maintenance or the
probability that no unschedul ed supply demand will occur follow ng the conple-
tion of a specific mssion profile.

The mat hematical nodels used to evaluate mssion and logistics reliability for

the same systemmay be entirely different. This is illustrated in Case Study
2- 3.

RELIABILITY | NC DENT CLASSI FI CATI ON

An understanding of the relationships existing between the above reliability
measures and other terns is essential to the know edgeabl e application of
these paraneters. Figure 2-1 illustrates the effects of these relationships
not their causes. For exanple, systemfailures may be caused by the hardware
itself, by the operator, or by inadequate/faulty naintenance.

FIGURE 2-1 RELIABILITY INCIDENT CLASSIFICATION
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M ssion Fail ures

Mssion failures are the loss of any of the mssion's essential functions.
Along with system hardware failures, operator errors and errors in publica
tions that cause such a loss are included in this region. Mssion failures
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are related to mssion reliability measures because they prevent conplete
m ssion acconplishnent.

System Failures

System failures are hardware malfunctions: they may or may not affect the
mssion’s essential functions, and they may or may not require spares for
correction. A system failure generally requires unschedul ed mai ntenance so
system failures heavily influence maintenance-related reliability.

Unschedul ed Spares Denmands

Unschedul ed spares demands are used to evaluate supply-related reliability.
Al'l unschedul ed spares denmands require a response fromthe supply system so
they formthe basis for evaluating supply-related reliability.

Systenmi M ssion Failures Requiring Spares

Systemim ssion failures that require spares for correction are the nost

critical. Mssion, maintenance and supply reliabilities are affected, and the
systemruns the risk of being held in a non-mssion-ready status for an ex-
tended period of time by l|ogistics delays.

Contractual |y Chargeable Failures

Contract requirements are often established for the subset of mssion failures
and/or system failures for which the contractor can be held accountabl e.
Normal |y excluded from contractual chargeability are such failure categories
as: operator or nmmintenance errors; item abuse, secondary failures caused by
another (primary) failure; and failures for which a “fix” has been identified
(but not incorporated in the test article that failed). It should be noted
that, in operation, all failures (in fact, all unschedul ed mai ntenance ac-
tions) are relevant regardless of contractual chargeability, and should there-
fore be included in operational evaluations.

SYSTEM RELI ABI LI TY MODELS

Systemreliability nodels are utilized to describe visually and mat hematically
the relationship between system conponents and their effect on the resulting
system reliability. A reliability block diagram or structural nodel provides
the visual representation while the mathematical or “math” nodel provides the
anal ytical tool to calculate quantitative reliability val ues.

The following notation is used in the discussion of reliability nodels:

Rs = reliability of the system

Ri = reliability of the ith subsyst em

QS -1 - Rs = unreliability of the system

Q . ~ 1 =R, " unreliability of the j th subsyst em
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| = product of (Note: This operator is used in the sane fashion as

2 for summation, but it indicates multiplication rather than
addi tion.)

Not e: In the follow ng discussion it is assumed that all subsystens function
| ndependently of one another, that is, failures of different subsystens are
statistically independent of each other. For many systens this represents a
realistic assunption. The reliability analysis for dependent subsystens is
significantly nore conpl ex. | ndependent operation, practically speaking,
means that a failure of one system will not cause a change in the failure
characteristics of one or nore other subsystens. Therefore, replacenment of
the single failed subsystem should permt continued operation of the entire
system because ot her subsystens were not affected.

Series Mbdel

VWen a group of conponents or subsystenms is such that all nust function prop-
erly for the systemto succeed, they are said to be in series. A system
consisting of a series arrangenent of n subsystens is illustrated in the
follow ng block diagram

— 1 1 2 i ... 1 n b
The mat hematical nodel is
n
RS = Rle...Rn = iEIRi. (2.1)

See Case Studies 2-1, 2-2, 2-3, 2-5, and 2-6 for exanples of reliability
series nodels.

Redundant Mbodel s

The mssion reliability of a system containing i ndependent subsystens can
usual |y be increased by using subsystens in a redundant fashion, that is,
providing nore subsystens than are absolutely necessary for satisfactory
per f or mance. The incorporation of redundancy into a system design and the
subsequent anal ysis and assessnent of that design is a conplex task and wil|l
not be addressed here in detail. W wll define the elenents of redundancy
and present several sinplified exanples.

Redundance Characteristics. Redundance can be defined by three basic char-
acteristics.

- First, the level at which redundancy is applied. For exanple, we
coul d have redundant pieceparts, redundant black boxes, or complete
redundant systens.
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- Second, the operating state of the redundant elenent. The redundant
part, subsystem etc. , may exist in the circuit as an active function-
ing elenment or as a passive, power off, elenent. For exanple, an
airport that maintains two separate operating ground control approach
radars at all times has active redundancy for that capability. Carry-
ing a spare tire in your trunk is an exanple of passive redundancy.

- Third, the nethod used to activate the redundant element. Consider
t he passive redundancy case of the spare tire. The vehicle driver
represents the switching device that decides to activate the spare.
Cbviously mssion tine is lost in installing the spare. The opposite
case is represented by the use of an electronic swtching network that
senses the failure of Box A and autonatically switches to Box B wth-
out lost tinme or mssion interruption.

FIGURE 2-2 PASSI VE REDUNDANCY W TH AUTOMATI C SW TCHI NG
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Qur exanples will consider only sinple active redundancy. In this type of re
dundancy, all the operable subsystens are operating, but only one is needed
for satisfactory performance. There are no standby subsystems, and no repair

is permtted during the mssion. Such a systemof n subsystens is illustrated
in block diagram form as:

Note: Sinple active redundancy
requires that only one of the n
2 subsystens be operating for
—_— — m ssion success.
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The mat hematical nodel is

I n
Q. = Q,Q,..-Q, = ?z? = ”i=(1| -Ri)
n
R, =1-Q =1 T (I-R). (2.2)

Thi s nodel again assunes that there is statistical independence anong failures
of the subsystens. This assunption is inportant because dependence between
subsystens can have a significant effect on systemreliability. Calculations
based on an assunption of independence can be erroneous and m sleading. In
fact, erroneously assumng failure independence will often result in overesti-

mating systemreliability for an active redundant system and underestinmating
reliability for a series system

Inplications of Redundant Design. \ile redundant design does inprove nission

reliability, its wuse nust’ be weighed against the inherent disadvantages.
These di sadvantages include greater initial cost, increased system size and
wei ght, increased nai ntenance burden and hi gher spares demand rates. Thes e

factors nust be considered by using and procuring agencies and by testing

organi zations when assessing the true mnission capability and support
requirenents .

Al though there are some possible exceptions, redundancy generally inproves
mssion reliability and degrades logistics reliability. Case Study 2-3 gives
a numerical conparison between Oission- and maintenance-related reliability.

M xed Model s

One system configuration that is often encountered is one in which subsystens

are in series, but redundancy (active) is applied to a certain critical sub-
systen(s). A typical block diagramfoll ows:

4
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This type of nodel (or any m xed nodel, for that matter) is characterized by
working fromlow to high |evels of assenbly. In this case, assumng inde-
pendence and active redundancy, we can apply equation 2.2.

:4’ 5’ 6 = 1-(1—R4) (I—RS)(I-Ré) (2 3)

W can now represent the redundant configuration of 4, 5 and 6 by a single
bl ock on the diagram

We can now apply equation 2.1
‘S "1 "2°34,5 ,6
R = R1R2R3[1-(1-R4)(1-R5)(1—R6)1 (2.4)

See Case Study 2-4 for the nunerical analysis of a m xed nodel.

Functi onal Model s

The series, redundant and mxed nodel s nentioned above, are hardware-oriented
in that they display hardware capabilities. |n some cases, it is desirable to
nmodel a system from a functional standpoint. As an exanple, the functional
reliability block diagramfor a tank is shown bel ow.

1 [
—1 MOVE | SHOOT |—-1—[ COVMUNI CATE

The functions may be defined as:

- MOVE. The nobility system nust be capable of effectively maneuvering
such that the system can nmaintain its assigned position within a

tactical scenario. Specific requirenents are determned for speed,
turning, terrain, etc.

- SHOOT. The main gun nust be capable of delivering effective fire at
the rate of X rounds per mnute.

- COWUNI CATE. The conmuni cation system nust be capable of providing
two-way comunication with other vehicles and with fixed stations
within specific ranges and terrain confines.

Note that this concept addresses mission-essential functions, but in no way
i nplies how these functions W Il be acconplished. Cenerally the functiona
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model approach is helpful in the program fornulation stages of a program when
specific hardware information is not necessary and frequently not desired.

This type of nodel can provide a useful transition from operational require-
ment to engineering specifications.

Case Study 2-7 utilizes this concept to evaluate the multi-mssion, nulti-node
capabilities of a system

BELI ABI LI TY ALLOCATION

The previous section presented the topic of functional reliability nodels and
I ndi cated that these nodels provided a useful neans of transitioning from
operational requirenents to engineering specifications. The process of trans-
itioning from operational requirenents to engineering specifications is known
as reliability allocation. The reliability allocation process “allocates” the
reliability “budget” for a given system or subsystemto the individual com
ponents of that system or subsystem An exanple will prove helpful.

Suppose we have previously determ ned that the reliability of an electronic
subsystem A, nust equal or exceed 0.90, and that this subsystem has been
designed with 5 parts all functioning in series. For this exanple, we wll
assune Parts 1, 2 and 3 are the sane and the best available piece part for

Part 4 has a reliability of 0.990. How can we allocate the reliability budget
for this subsystemto its individual parts?

OG-+

o\

SUBSYSTEM A

Usi ng equation 2.1 we have
Rrotal = RiRaR3R4Rs

= R1R2R3(0.990)R5

Sol ving for R1R2R3R5 we have

0.909

- —

0.900
0.990

* 1727375
|f we assune R1 = R= R3 = R t hen,

4
.y = R= R= R, = {0.909 = 0.976
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|f we can locate piece parts for Part 5 with R, = 0.985, then

5
_ 0.909 _ 0.909 _
RiRRy = R 0.985 0.923. o,
3
R, =R, =R= J0.923 = 0.973.
Summarv Oof Allocation
Case | Case ||
IH :&:ﬁngs = 0.976 R1: R=R= 0.973
R4 = 0.990 R4 = 0.990
R5 = 0.985

Anot her, and sonewhat nore frequently used approach to reliability allocation
is one in which reliability is allocated on the basis of allowable failures or
failure rates.

The understanding of reliability allocation is inportant to those individuals
who nust be concerned with hardware operating characteristics below the system
level. This is especially true to devel opnent and testing organizations who
are frequently faced with predicting system performance early in devel opnent,

when no full-up system exists but when subsystem or conponent test data nay be
avai |l abl e.

See Case Study 2-5 for another exanple of reliability allocation.
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CASE STUDY NO. 2-1

Backgr ound

A systemis conposed of 5 subsystens, each of which nust succeed for system
success. Past records indicate the subsystemreliabilities to be as shown on
t he di agram

R, = 0.9 R, = 0. 95 R3 = 0.99 R, = 0.99 R= 0.9

Det er m ne

System reliability,.

Sol uti on

Applying equation 2.1:
g 1 {RoRgRgRE T (0.9) (0.95)(0.99)(0.99)(0.9) =0.75

Comment ary

Note that the systemreliability is lower than that of the worst subsystem
This is generally the case for a series structured system
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CASE STUDY NO. 2-2

Backgr ound

An el ectronic system has 1000 conponents in reliability series. The reli-
ability of each component is 0.999.

Det er m ne

System reliability.

Sol ution

Appl yi ng equation 2.1:

1000

M 0.999 = (0.999)™ = 0.368
=1

R
S

Comment ary

1. Even though a conponent reliability of 0.999 sounds good, the sheer nunber
of these conponents causes a |low systemreliability.

2. Even though 0.999 = 1.0, the difference is crucial. For high reliability
values, the probability of failure often gives a clearer picture. For
exanpl e, increasing the conponent reliability from0.999 to 0.9999 re
quires a ten-fold reduction of the failure probability.

3. Problems such as this, involving large powers, are solved effortlessly
with an electronic calculator wwth a power capability. The nore tradi-

tional approach is, of course, the use of logarithns and anti-logarithm
tabl es.
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CASE STUDY NO. 2-3

Backgr ound

The mission reliability of the systemis described by the follow ng bl ock
diagram Al subsystens are identical and each has a reliability of R = 0.90.

No repairs are possible during a mssion, but will be made follow ng m ssions

in which failures occur. Failures occur independently. For this case, we
assune that any mssion failure will require an unschedul ed mai ntenance
action.

1

2

3
Determine

Systemmssion reliability and maintenance reliability (probability of no
corrective maintenance followi ng a mssion).

Sol ution

System mssion reliability: Applying equation 2.2:

Rs = 1-(1-R)" = 1-(1-0.9)°= 1-(0.1)°= 1-0.001 = 0.999

Mai nt enance reliability:  An unschedul ed mai ntenance action required by any
subsystem is chargeable to the mai ntenance burden of the entire system i.e. ,
a failure, defined in this case to be a requirenent for corrective maintenance
of one subsystem is charged as a systemfailure. As a consequence, we model
mai nt enance reliability for this systemusing a series structure.

Applying equation 2.1:
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Comment ary

L.

Note that we evaluated systemmssion reliability; that is, the reli-
ability of the hardware alone.

Based on the given information, it is apparent that a system consisting of
only one of the above subsystens will have a probability of mssion fail-
ure equal to 0.1 and a probability of corrective maintenance action also
equal to 0.1, The systemwth triple active redundancy has a m ssion
reliability of 0.999, which corresponds to a probability of mssion fail-
ure equal to 0.001 (a 100-fold reduction). The sane system has a i nte-
nance reliability of 0.729 which corresponds to a probability of cor-
rective mai ntenance action equalto0.271 (approximately a 3-fold in-
crease). The procuring and using agencies nust deci de whether to contract
for redundancy and how nmuch to require based on consideration of these
par ameters.

Note that wth active redundancy the systemreliability is generally
greater than the reliability of the best subsystem

For this exanple, we stipulated that any mission failure would require an
unschedul ed mai ntenance action. The reader should note that this is not
al ways the case.

It is possible, for exanple, to experience the failure of one of two
redundant mssion critical subsystens and still successfully conplete the
mssion. After successful mssion conpletion, an unschedul ed naintenance
action would be necessary to repair/replace the defective critical re-
dundant subsystem
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CASE STUDY NO. 2-4

Backgr ound

Consider the following block diagram  Conponents with the sane number are
I dentical and consequently have the same reljability.

1
2 —
R, = 0.80
1 R = 0.95
R = 0.70
— 4
.4 = 0.90
3
3

W

Det er m ne

Systemreliability assum ng i ndependence and active redundancy.

Sol ution

Break the system into subsystens and find the reliability for each using
equations 2.1 and 2.2 and then conbine into a system nodel. Define:

Subsystem | as

_ 2
T [1"(1 -Rl) ]R2
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Subsystem || as

—————

3
L]

. |
qp =1 (1 R3)

Subsystem II] as

Q= -OSR)(-RID = 1-0-[1-(-R IR, J (1R,

Then the system becones

— III &b +—

RS - geq1n = Ry{1-£1-11-(-R DR J(1-R,) )
= 0.90{1-{1-[1-(1-0.80) ] (0.95) }(1-0.70)} = 0. 879

Comment ary

The general mathematical nodel is often of nore use than the nuneri cal
solution, since it permts evaluating a variety of alternatives.
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CASE STUDY NO 2-5

Backgr ound

An air defense system conprises a weapon subsystem a vehicle subsystem and a
fire control subsystem One of the mission profiles for the total system
requires firing 250 rounds, traveling 10 miles, and operating the fire control

system for 15 hours. The respective subsystemreliabilities for this mssion
profile are:

RWE = 0.95

RVE = 0.99

RFC = 0.90

Det er m ne

The systemis to have its reliability inproved by redesign of the fire control

subsystem  \Wat reliability is required of this subsystemto attain a system
reliability of 0.907?

Sol ution

This is a series system so equation 2.1 is applied:

s - RurRveRrc

Using stars to represent requirenents:

o 's 0. 90
"FC RpRep (0.95)(0.99) = 0.957

Comment ary

This represents a very sinple formof reliability apportionment; that is,
al locating a systemlevel requirenent anong |ower levels of assenbly.

2- 17



Det er m ne

What reliability is required of the fire control systemto attain a system
reliability of 0.95?

.
o

x _ Rg 0.95 . 4 o
Ree R R>  (0.95)(0.99)
Since reliability canpt exceed one, the requirenent cannot be net. At the

very best, Ree = 1.0, which woul d yi el d:

Rg = RyR-R.. = (0.95)(0.99)(1.0) = 0.9405

Comment ary

The “you can’ t get there from here” solution points out that more than j ust
the fire control system Oust be inproved if a reliability of 0.95 is to be
attai ned.

2-18



CASE STUDY NO. 2-6

Backgr ound

An electronic systemcurrently in use has approximately 1000 series com-
ponents. The reliability for a 24-hour mssion is 0.95. A proposed system
will utilize approximtely 2000 simlar conponents in series. Assune a
simlarity in design practices, quality of manufacture, and use conditions.

Det er m ne

1. What is the average part reliability for the current systenf

2. What reliability should be expected of the proposed system for a 24-hour
m ssi on?

Solution 1

The “average” conponent reliability can be found by applying equation 2.1 to
the old system

R = (0.95)" " = 0.9999487

For the new system

R, = (0.9999487)°° = 0.9025

Sol ution 2

The new systemis the reliability equivalent of two of the old systems used in
reliability series. Applying equation 2.1:

R, = (0.95)(0.95) = (0.95)* = 0.9025

Comment ary

This type of prediction based on parts count is particularly useful for eval u-
ating feasibility.
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CASE STUDY NO. 2-7

Backgr ound

A design for a new long-range ocean reconnai ssance/ weapons control system has
been proposed. The systemw || be used aboard an aircraft whose reliability

I's not considered in this evaluation. The system has been designed to ac-
complish six specific mssions.

These nmissions are defined in the table below Due to size, weight and power
limtations, the hardware elenents peculiar to each m ssion nust be conbined

with hardware el ements peculiar to other mssions in order to forma conplete
m ssion hardware set.

For exanple, as depicted in the table below, the m ssion hardware set to
acconplish Mssion E is a conbination of hardware elements 3, 4, and 5.

M ssi on
M ssi on M ssion Description Har dware Set
A Long- Range A/ C Surveill ance 1
B Long/ Short - Range Surface Ship Detection 1,2
C Area Sea State Information 1,3
D Subsurface Surveillance 1,3,4
Long- Range Term nal Guidance of Ship 3,4,5
Launched M ssiles
F W de Area \Weat her Data 1,2,3,6
M ssi on- Pecul i ar Subsystem Reliabilities
Har dwar e El enment : 1 2 3 4 5 6
Hardware Element Reliability: 95% 93% 99% 91% 90%  95%

All mssions are three hours in length and require the operation of all ele-
ments in the hardware set for the full three hours.

The m ssion-peculiar hardware can support several m ssions sinmultaneously.

Det er m ne

1. What is the probability of successfully conpleting each of the six ms’
si ons?

2. What is the probability of successfully conpleting all six 0Oissions
during a three-hour period?
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Sol uti on

1 Since the elenents function in a series relationship, the individual
reliabilities are multiplied. Hence,

AT R1 = 0.95

RB = Rl X R2 = 0.95 x 0.93 = 0.88

RC = R1 X R=0.95 X 0.99 = 0.94

RD = R1 X R X R4 = 0.95 X 0.99 X 0.91 =0.85

RE = R3 X R4 X R5 = 0.99 X 0.91 x0.90 = 0.81

RF = R1 X RZ XRy XR, =0.95x0.93 x0.99 x 0.95 = 0.83

3 6
2. The probability of successfully conpleting all six mssions during a
single three-hour period is determned by nultiplying together the individual
hardware element reliabilities. This is done because all individual hardware

el ements nust function throughout the three-hour period to enable all m ssions
to be conpleted successtully.

Note that the probability of conpleting all six mssions successfully is not
correctly calculated by nultiplying together the individual Oission reliabil-

Ities R, through R.. This approach would erroneously take individual hardware
el ement reliability into account oore than once.

= Probability of successfully conpleting six mssions during

"I\T/]osts?lon a three-hour period
P Total = R1 X R2 X R3 X R4 X R5 X R6
M ssi on
= 0.95 x 0.93 x 0.99 x 0.91 x 0.90 x 0.95
= 0.68
Comment ary

The significant point illustrated by this problemis that the reliability of
multi-mssion/nulti-node systens should be presented in terns of their indi-
vidual mssion reliabilities. This is a useful technique because it permts
us to evaluate a systenis developnment progress relative to its individua

capabilities rather than its total mssion reliability which nay prove |ess
meani ngful . For exanple, if we assume that Mssions A and B are the primary
m ssions, we see that the system has an 88% chance of successfully conpleting
both functions during a three-hour period. However, if we evaluate Mssions A
and B along with the remaining four lower-priority mssions, we fund that our
anal ysis of the total system capability is far different, i.e., 68% chance of



success. Consequently, for this case, approval to proceed with system devel -
opnment would |ikely be given based on the criticality of Mssions A and B and
the relatively good probability of successfully conpleting Mssions A and B.

In summary, for multi-mssion/multi-node systens, the presentation of indi-
vidual mission relabilities provides a nore neaningful picture of a systems

devel opment status and its current and projected conbat capabilities as these
relate to primary mssion achievenent.

NOTE: If the individual mssion conpletion tines had not been equally con-

strained to the three-hour tine period, we would have been required to
use the nore sophisticated techniques presented in Chapter 5.
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